Chapter Nine - Fourier Integrals and Transforms

Recall that for a nice periodic function f, the Fourier series
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converges to {2109 »Njice” means that f has aleft hand and aright hand derivative at x. The periodic
function f is said to have a discrete ” spectrum.” The so-called spectrum of f consists of those values of
A for which either of the coefficients a, or by is not zero. Thus the spectrum of f is discrete. A nice

nonperiodic function can be represented in essentialy the same way by an integral superposition of
cosines and sines:
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This is the Fourier integral for f. In this case, "nice” must include also the requirement that the

integral f [f(£]dé be finite. In this case, f has a ” continuous spectrum.” Just as with the Fourier series,

the integral converges to M09 4 points where f has both a left and right hand derivative.
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Analogous to the cosine and sine series, we have the Fourier cosine integral
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and the sineintegra

f~ j a, sinAxdx, with
0

a, = 2 [f(¢)sinacde.
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The cosine integral is, of course, Smply the Fourier integral of the function f that is the even extension
of f to the entirereal line; and the sine integral, the Fourier integral of the odd extension of f.

Exercises
1. Find the Fourier integral of the function f given by

1 <1
F(x) = k<1
0 x>1
2. Sketch the graph of the limit of the integral found in Problem 1.

To see the strong analogy between the Fourier series and the Fourier integral, consider the
following differential equation:

Uy — Ut =0, x>0,t>0
u(0,t) = 0, ubounded as x - oo;
u(x, 0) = f(x).

As usual, consider the attendant eigenvalue problem

0" (%) = up(x)
¢(0) = 0, ¢ bounded asx — .
For u > 0O, we have



¢(X) = AcosAx + BsinhAx, where u = A2,

Now, the condition ¢(0) = 0 meanswe must have A = 0.But sinhAx is not bounded as x — o, and so
there are no nonzero solutionsfor u > 0.

Next, suppose u < 0. The solutions to the equation are now
p(X) = AcosAx + BsinAx, where u = —12.

Then the requirement that ¢(0) = 0 tells us that ¢(x) = BsnAx. This solution is perfectly
well-behaved as x — o, so we have that A can be any positive number.

Finally, what if u = 0? The ¢(x) = Ax+ B and again there are no nonzero solutions. In summary,
any A > 0 is an eigenvalue with corresponding eigenfunction ¢;(x) = Snix. We thus assume a
solution of original problem

u(x,t) = j o, (t) SnAxdA.
0
Thisgivesus
o= Ut = [[~A20(D) — ) ()] sSinAxclx = .
0
In other words, &, (t) = a;e**, and we have
uex,t) = I a,e**tsin AxdA.
0
The function a; is determined from the initial condition

u(x,0) = j a; sinaxdi = f(X)
0

to be

a, = 2 [f(§)sinacde.
0



Exercises

3. Solve
Uy — U =0, Xx>0,t>0
u(0,t) = 0, ubounded asx — .
1 0<x<
u(x,0)={ SXST
0 X>m.
4, Solve

U —Ut =0, x>0,t>0
u(0,t) = 0, ubounded asx — .
u(x,0) = f(x), and u¢(x,0) = g(x).

We look next at the so-called complex forms of the Fourier series and integral. Specifically, we
write the cosine and sine as complex exponentias. First, in the Fourier series, let
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If wesetco = 5, and

then we have
f ~ ZCnein_fX.

Observethatforn = 1,2,3, ..., we have
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In essentialy the same manner, we get the complex form of the Fourier integral:

f~ j c,e**dx, where

G = o j f(¢)etdz.

The function c, istraditionaly called the Fourier transform of f.

[To be continued]



