Chapter Eight - Eigenvalues and Eigenfunctions Again

We turn our attention now to problemsin which there are two ” space variables’; e.g,
VZu-u; = 0,
where

2 2
VZU = M + M
ox2  oy?

We thus consider the two dimensional eigenvalue problem

V2p = -2%¢p, (X,y) € R
¢ = 0 onthe boundary of the region R.

Let’ s begin with asguare region 0 < x,y < z. Then as usua we assume

P(X,Y) = D an(y)sinnx,

n=1
and get
V2p = D [-nPan(y) + an(y)]sSnnx = > -A2aq(y)sinnx, or
n=1 n=1

D [-n2an(y) + ah(y) - A2an(y)]sinnx = O.

n=1
Thus we need

—N2an(y) +an(y) + A%an(y) = 0, or
an(y) + (A2 = n®)an(y) = 0.

&)1

an(y) = ancosyA2 —n2y+b,sinyA2 —n?y, where

Thisgivesus



0

p(X,y) = Z(an cosVAZ =2y +bysinyA? - n2y) sinnx

n=1

The requirements that ¢(x,0) = 0 and p(x,7) = 0 become

Z a,sinnx = 0, which means we must have a, = 0; and
n=1

Z:bnsin\//l2 —n2zdgnnx = 0.

n=1
This gives us an infinite collection of equations b, sin A2 —p?7 = 0,n = 1,2,3,....

Suppose we have a solution in which b, # 0. Then it must be true that SnyA2-n?z =0, or
JA2-n? =m, aninteger m=0,1,2,....That is, m?> = 12 —n? , or 2%, = m? + n2. In other words,
we have found eigenvalues 13, = m?+n? with the corresponding eigenfunctions
omm(X,Y) = Snmysinnx. It isnot hard to convince yoursalf there are no other eigenvalues.

Example. The problem of finding the temperature u(x,y,t) in a square now looks very smilar to the
one-dimensiona problem.

U —U =0, 0<xy<mt>0
ux,0) = u(x,7) = u(0,y) = u(r,y) = 0, and
ux,y,0) = f(x,y).

Welet u(x,y,t) = > D" anm(t) Sinmysinnx. Hence,

n=1m=1

Uoc = U = D D [~Afmom(®) — am(®] SNMysinnx = 0.

n=1 m=1
And so,
- /l%manm(t) - a%m(t) =0
givesus
anm(t) = anme_/lnmt.
Thus,



UK Y, = D " ame*mtsinmysinnx.

n=1 m=1

We get the coefficients anm from theinitia condition:

uixy,0) = ZZanmsinmysinnx = f(x,y).

n=1 m=1

ﬁf(x, y) Ssnmysinnxdxdy

00
Anm = T

[ [(sinmysinnx)2dxdy
00

= % “‘f(x,y)sinmysinnxdxdy
00

Next we turn our attention to the eigenvalue problem in case the region R is a disc of radius ¢
centered at the origin. Using polar coordinates gives us

2 _ 10 6_<P) 1.0% _ 2
Vep(r,0) far(rar +r2 507 A2

p(c,0) = 0.
In the usual way, this leads us to the one-dimensional eigenvalue problem

E"+p?2i=0 -n<0<n
&(=m) = &(m) and
&'(-m) =¢&'(n)

We have seen that this problem has eigenvalues p3,where un = 0,1,2,..., with corresponding
eigenfunctions &y = 1, &1, = cosnb, and &2, = Sinnf. We thus set

ucr,0) = ao(r) + i[an(r)cosne + fn(r)snnd],

n=1

which substituted into the origina equation leads to



Or,

%)+ ()0

Thisis, of course, the celebrated Bessel’ s Equation. We know that al solutions look like
y(r) = Adn(Ar) + BYp(Ar),

where J, is the Bessal function of the first kind of order n and Y, is, not surprisingly, the Bessel
function of the second kind of order n. The function Y, is not niceat r = 0, and so B = 0. Hence
y = Adn(4r).

Putting these solutions back in the original expression for u(r,0) gives us

ucr,0) = ao(r) + i[an(r)cosne + fn(r)snnd]

n=1
= apJo(Ar) + Y _[andn(Ar) cOSNG + bpJn(Ar) Sinnd].
n=1

Now the requirement that u(c,0) = 0 tells us that we must have

aoJo(AC) =0,
anJn(Ac) = 0, and
bnJn(Ac) = 0,forn=1,2,3,...

Reflect on this system of equations. Clearly we can not have a nonzero eigenfunction u if dl the
coefficients a, and by, are zero. First, suppose ap #+ 0. Then we must have



Jo(Ac) = 0.

In other words, Ac must be a zero of Jo. There are infinitedly many of these, cdl them zgn,, for
m=1,23,.... Let Aom = Zom/C, form = 1,2, 3, ....Now the remainder of the equations become

aan(AOmC) = aan(ZOm) = Oand ann(ZOm) = O,n = 1, 2, 3, ceen

We know that Jn(zom) # 0 and so it must be true that a, = b, = 0, for n > 1. Thus the eigenfunctions
corresponding to Aom are Jo(Aom).

Next, suppose we have a solution in which ax = O for some k > 1. Then we have the eguation
axJx(Ac) = 0 and because ay # 0, it must be true that Ac = zym, Where zy, isthe m" zero of Ji(r). Let
Akm = Zkm/C. Then we have byJk(AmC) = 0 for any by, and J,(AnmC) # O for n = k. It follows that dl
an and b, for n # k must be zero, and substituting back in our expression for u(r,8),gives us two
independent eigenfunctions corresponding to Axm. They are Jx(Akmr) coskd and Jx(Akmr) SIN6.

To summarize: there is a two dimensiona array of eigenvalues, A2, with Apm = znm/C, where z,n,
is the m" zero of J,. The corresponding eigenfunctions are Jo(Aomr) , and Jx(Akmr) coskd and
Jk(Akmr) SiNkA for k > 1.

Example. Consider

Viu-u;=0,0<r<a-r<0<nrt>0
u(a,o0,t) = 0, and
u(r,0,0) = g(r,0).

It should be obvious why we let

u(r,6,t) = i aom(t)Jo(Aoml) + i i[anm(t) cosnd + Bom(t) SNNOTIn(Anmf).
m=1

n=1 m=1

It should be clear to one and al that

u(r,0,t) = D ame " Jo(Aomr) + D D _[nmCOSNG + by Sinn@le Aty (Apmr),
m=1

n=1 m=1

where

o—0

[ ro(r,0)Jo(Aomr)dodr

agm = , m=123,...

ZnTr(Jo(/’LOmr))zdr
0



Anm =

bnm =

rg(r,0)Jn(Anmr) cosnfdodr

oO+—0
!\L‘—nﬁl

cr ! m’n =
[ [ r(3n(Anmr) cosne)>dodr

0-r
[ [ ra(r,0)3n(Anmr) sSinnddodr

0-r

r(Jn(Anmr) SiNNG)%dodr

O+—0
—

Bl

,mn=

1,2,3,...

1,2,3,...



